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ABSTRACT
There is an indisputable need for reliable online information. This need becomes imperative in real-time information channels (R-TICs) that are omnipresent in the Social Web these days. R-TICs are online systems that provide instant interaction, commenting and notification (e.g., Twitter, Facebook, Google+, etc.) While helping us decrease our time and effort to be informed, R-TICs will put new stress to our abilities to act under time pressure in making decisions. Being able to determine the trustworthiness of the information we receive, therefore, will be paramount. How one determines the quality of the information received? Certainly, one needs to be skilled in critical thinking, but technology can also help one act with confidence, by maintaining a network of trusted sources and understanding the reasons why one should trust, or distrust, the information received.

The overall aim of our ongoing research is to lay the foundation of a comprehensive approach to support critical thinking and increase security while maintaining privacy in a trusted cyber-world. Building on the work of other researchers, as well as on the success we had in the past with recognizing and uncovering some of the causes of misinformation, we design a system that can maintain trails of trustworthiness for information propagated through real-time information channels. When confronted with information that requires fast action, our system will enable its educated users to evaluate its provenance, its credibility and the independence of the multiple sources that may provide this information.
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INTRODUCTION
We are in the initial stages of a profound change in the way we are informed, decide and act. We are emerging from a world
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Web spammers by studying the tricks that propagandists employ in real life. Among several examples, we show that the propagandists’ word-games technique (associating an entity with good or bad words) corresponds to keyword-stuffing for spammers; the bandwagon technique (“jump on the bandwagon” since everybody else does) corresponds to creating link farms; the card stacking technique (misusing facts and employing illogical derivations) corresponds to link bombs (aka “Google-bombs”). The similarities in the techniques of manipulation of our personal trust networks and the search engines’ web graph are remarkably close.

To prove the strength of this relationship between propagandistic and spamming techniques, in [20] we show that one can, in fact, use anti-propagandistic techniques to discover Web spamming networks. In particular, we demonstrate that when starting from an initial untrustworthy site, backwards propagation of distrust (looking at the graph defined by links pointing to an untrustworthy site) is a successful approach to finding clusters of spamming, untrustworthy sites. This approach was inspired by the social behavior associated with distrust: in society, recognition of an untrustworthy entity (person, institution, idea, etc) is reason to question the trustworthiness of those who recommend it. Other entities that are found to strongly support untrustworthy entities become less trustworthy themselves. As in society, distrust is also propagated backwards on the Web graph.

In cases where there are high stakes, Web spammers’ influence may have important consequences for a whole country. For example, in the 2006 Congressional elections, activists using Google bombs orchestrated an effort to game search engines so that they present information in the search results that was unfavorable to 50 targeted candidates [39]. While this was an operation conducted in the open, spammers prefer to work in secrecy so that their actions are not revealed. So, [25] revealed and documented the first Twitter bomb, which tried to influence the Massachusetts special elections, showing how an Iowa-based political group, hiding its affiliation and profile, was able to serve misinformation a day before the election to more than 60,000 Twitter users that were following the elections. Very recently we saw an increase in political cybersquatting [16], a phenomenon we reported in [28]. And even more recently, in [27], we discovered the existence of Pre-fabricated Twitter factories, an effort to provide collaborators pre-compiled tweets that will attack members of the Media while avoiding detection of automatic spam algorithms from Twitter.

The spammers’ activity is, of course, also bad news for the search engines and online social networks that have spent considerable effort in building their reputations [11]. In fact, one can explain the evolution of the various generations of search engines as their effort to counter web spam [21]. It is a war that the search engines have not won, and not for lack of trying or lack of resources. For example, during the 2008 congressional elections, Google tried to counter spam attacks by presenting carefully selected results in the search for information related to electoral candidates [24]. While Google’s approach may be understandable and legal, it also has serious side-effects because it allows the search engines to play the role of “Big-Brother” of reliable information. However, with this approach, search rankings no longer depend on well established algorithms, tested and respected by the research community. Instead, ranking results are decided by a small number of some company’s employees. This problem is not restricted to “organic” (algorithmic) search results; it extends and intensifies with the presentation of “paid” results, such as advertisements, as well as real-time search results [28, 29].

REAL-TIME INFORMATION CHANNELS

Of particular interest to our research is the reliability of information that is propagated via real-time information channels (R-TICs), such as the instant interaction, commenting and notification systems that every social network is developing these days (Twitter, Facebook, Google, etc.). Though a relative newcomer in cyber space compared to the Web and the Social Web, R-TICs are expected to play a major role in the near future.

R-TICs will put new stress to our abilities to act under time pressure in making decisions. Consider, for example the situation when an investor receives a message about the looming financial troubles of a company in which she has invested. How sure can she be that this is trustworthy? Should she act upon it, especially when seeing that the stock lost 2% in the last 10 minutes? How can she check for trustworthiness without helping propagate a possible wave of panic? In another situation, a typical voter receives information from apparently the friend of his pastor, that the political candidate he intends to vote for is attacking his religion. Googling about it shows the same message among the top search results. Should he go ahead with his vote or should he switch and inform his relatives? Or, in a more scary situation, consider someone in Jakarta who receives a message apparently sent by the government’s disaster advisor, warning about a tsunami moving towards the city. What trustworthiness should he associate with this message? Should he stay put or run? Should he inform his friends and family or look first for verification, and how? One can come up with lots of examples without using one’s imagination, where one needs to act relatively quickly upon receiving some potentially important information. In fact, all three of the examples mentioned above, did happen. The ongoing propagation of fraudulent stock information has a long history [2, 4]. The misinformation that senatorial candidate Martha Coakley was, supposedly, opposing Catholics to be employed in emergency rooms is documented in [25]. The scary misinformation about the fake tsunami was reported in [7]. Financial frauds and missed opportunities abound. Political information and misinformation has been used extensively in the past. Health warnings and exaggerations are reaching us all the time. They are propagated through our social networks and, more recently, through R-TICs. Being able to determine the trustworthiness of the information we receive, therefore, is paramount.

But how one determines the quality of the information one
receives? Certainly, one needs to be skilled in critical thinking and to have reliable sources. However, technology can also help one act with more confidence, by maintaining a network of trusted sources and understanding the reasons why one should trust, or distrust, the information received. Designing such an infrastructure is the main objective of our research.

TRAILS OF TRUSTWORTHINESS

The long-term aim of our research has been to lay the foundation of a comprehensive approach to support critical thinking and increase security while maintaining privacy in a trusted cyber-world. Building on the work of many, we propose a system that can maintain trails of trustworthiness for information propagated through real-time information channels. When confronted with information that requires fast action, our system will enable its users to evaluate its provenance, its credibility and the independence of the multiple sources that may provide this information. However, the system will not be fully automated, and it will be mostly useful to an educated user.

Our concept of trustworthiness comes from the epistemology of knowledge1. When we believe that some piece of information is trustworthy (e.g., true, or mostly true), we do so for intrinsic and/or extrinsic reasons. Intrinsic reasons are those that we acknowledge because they agree with our own prior experience or belief. Extrinsic reasons are those that we accept because we trust the conveyor of the information [36]. If we have limited information about the conveyor of information, we look for a combination of independent sources that may support the information we receive (e.g., we employ “triangulation” of the information paths). In the design of our system we aim to automatize as much as possible the process of determining the reasons that support the information we receive.

We define as trustworthy, information that is deemed reliable enough (i.e., with some probability) to justify action by the receiver in the future. In other words, trustworthiness is observable through actions.2

The overall trustworthiness of the information we receive is determined by a linear combination of (a) the reputation $R_Z$ of the original sender $Z$, (b) the credibility we associate with the contents of the message itself $C(m)$, and (c) characteristics of the path that the message used to reach us.

To compute the trustworthiness of each message from scratch is clearly a huge task. But the research that has been done so far justifies optimism in creating a semi-automatic, personalized tool that will help its users make sense of the information they receive. Clearly, no such system exists right now, but components of our system do exist in some of the popular R-TICs. For a testing and evaluation of our system we plan to use primarily Twitter, but also real-time Google results and Facebook. Even though these systems are not designed so that they can maintain complete trails of trustworthiness, some parts of the design are testable. We hope that our design will persuade current and future R-TICs adopt some of our design aspects that may enhance their services.

As one of the important domains of information trustworthiness, we plan to use messages related to national elections in the US and abroad since this is an area that there is considerable expertise in information verification (e.g., [34]) and the stakes are high. Of course, the problem of reliable information is not restricted to elections. It can affect any area that involves decisions to be made in a short period of time (e.g., crisis response [18]). However, we have chosen to use the elections since we have already a better understanding of the domain and as an important test case to evaluate the effectiveness of our proposed solutions.

List of Challenges

To address the overall research aim, we put forth several projects that will help the citizen evaluate the quality of information they receive. In particular, we propose:

- Establishment of new metrics that will help evaluate the trustworthiness of information people receive, especially from real-time sources, which may demand immediate attention and action. We have experience with identifying quality metrics for search results: In [23] we show that coverage of a wider range of opinions, along with independence of results’ provenance, can enhance the quality of organic search results. We plan to extend this work in the area of real-time information so that it does not rely on post-processing procedures that evaluate quality, but on real-time algorithms that maintain a trail of trustworthiness for every piece of information the user receives.

- Monitor the evolving ways in which information reaches users, in particular citizens near election time. This monitoring will help us be informed of the changes introduced by search engines and social media companies as they try to improve their services. Importantly, it will help us examine the – sometimes – unwanted consequences of newly introduced technologies and propose solutions to resolve those in favor of the end user (e.g., [19, 29, 28, 25, 24, 20]).

- Establish a personalizable model that captures the parameters involved in the determination of trustworthiness of information in real-time information channels, such as Twitter, extending the work of measuring quality in more static information channels, and by applying machine learning and data mining algorithms. To implement this task, we will design online algorithms that support the determination of quality via the maintenance of trails of trustworthiness that each piece of information carries with it, either explicitly or implicitly. Of particular importance, is that these algorithms should help maintain privacy for the user’s trusting network.

1While there is no clear answer among philosopher on what knowledge is, and why do we believe what we believe, there is a general agreement that critical thinking is one of the better tools that we have to make sense of what we learn.

2Note that this is different than the concept of “trust” between users that has been used elsewhere (e.g., [8]).
Even though maintaining trails is a very difficult task to be carried out on the whole Web, it is solvable on a well-designed R-TIC which keeps track of the creation time and propagation path of each message, as well as of its users.

- Design algorithms that can detect attacks on R-TICs. For example we can automatically detect bursts of activity related to a subject, source, or non-independent sources. We have already made progress in this area. Recently, we advised and provided data to a group of researchers at Indiana University to help them implement "truthy" [19], a site that monitors bursty activity on Twitter. 3

We plan to advance, fine-tune and automate this process. In particular, we will develop algorithms that calculate the trust in an information trail based on a score that is affected by the influence and trustworthiness of the informants.

Most of the ideas we present above can be implemented through plug-ins for browsers and client apps that maintain the trust network of their owner, so that he/she does not have to do the cumbersome part of evidence-finding. Next we discuss some details on the tentative implementation.

CONCLUSIONS

In this paper we have described the seeds of a major project we are currently undertaking. The overall aim of this project is to create the technical and educational components of a comprehensive system that will empower the users of the Social Web. Our system will optimally be used by an educated user and will be able to help her stay informed and make decisions on important issues that she cares about, in a short period of time.

On the technical side, we observe that in the past few years there has been a lot of work in studying social networks with tools from graph theory, artificial intelligence, machine learning, statistical methods, interface design, and human-computer interaction, that justifies our optimism. We are building on the considerable success of many researchers, including ourselves.

We expect our project to have significant impact on how people use and understand social networks. According to a recent Pew report, the number of people who use regularly microblogging and Twitter doubled in the last few months. Having an R-TIC client tuned to its particular user will enhance peoples understanding of the benefits and risks of using social networks on a daily basis. We aim to have users think in terms of trustworthiness and independence of the information they receive in their daily lives.

Of course, people are able to maintain inconsistencies in their belief system and are susceptible to psychological and societal biases (e.g., confirmation bias [26]). Our system will provide evidence of such inconsistencies for those who are willing to examine them ("This seems false though I have trusted the conveyor of the information in the past"). It is not aimed to reveal automatically the truth behind every piece of information that comes to the user, but to help those what are willing to search for it, by automatizing only those actions that can help them determine what to trust.

We should mention that in a month from this writing, Ushahidi [35], a crowd sourcing platform aiming to help in the coordination of humanitarian support, plans to release Swift River, a platform that "enables the filtering and verification of real-time data from channels like Twitter, SMS, Email and RSS feeds". Several of the features of Swift River seem similar to what we propose [40], though a major difference appears to be that our design is personalization at the individual user level.
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